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Legal Aspects of Content Moderation 
on Social Networks in Slovenia

Kristina Čufar

1. Introduction

This chapter analyzes the existing legal framework for the regulation of content 
on social networks1 and its implications for the freedom of expression and Slovenian 
scholarship on the subject. The goal of the chapter is to establish how public and 
private regulation construe the limits of the freedom of expression on social net-
works by focusing on the phenomena of hate speech on Facebook and the spread 
of misinformation (false information created and disseminated without malicious 
intent) and disinformation (false information deliberately created and disseminated 
with the intent to deceive, often referred to as fake news) on social media. Social net-
works are transforming the way Slovenians communicate and the way they access, 
create, disseminate, discuss, and perceive information. For instance, Slovenian lan-
guage and grammatical rules are transformed when users express themselves on-
line.2 Facebook and similar platforms affect the way individuals see themselves and 

 1 Social networks are web-based services that permit users to open a profile or account on which they 
can share their personal information and opinions and establish connections and communicate with 
other users; social media are digital platforms for information exchange. Since platforms very often 
allow both communication and the exchange of information, the terms are used interchangeably in 
this chapter. For more, see: Boyd and Ellison 2007.

 2 Fišer, Erjavec, and Ljubešić, 2016.
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relate to others.3 The possibility to express oneself and connect with others may con-
tribute to the empowerment of traditionally sidelined groups4 and play an important 
role in the creation and coordination of social movements.5 Social networks also 
pose several challenges, among them the unprecedented spread of mis- and disinfor-
mation and amplified bullying and harassment6 owing to the new, lower standards 
of acceptable expression online.7 Since independence, Slovenia has cultivated a very 
permissive attitude toward freedom of expression, owing to the abuse of Art. 133 of 
the Criminal Code of the Socialist Federal republic of Yugoslavia prohibiting hostile 
propaganda.8 recently, however, in the light of vulgar and offensive public com-
munication on social networks, politicians across the political spectrum are urging 
for stricter regulation and prosecution of hate speech.9 Online hate speech is much 
discussed in Slovenia, which makes it a valuable example to study in the context.10

Facebook’s popularity, diverse user structure, and active content moderation 
make it a good example on which to map the impact of social networks on content 
moderation and freedom of expression.11 Among Slovenians aged 16–74, 87% use 
the Internet regularly,12 82% have at least one social network account,13 and more 
than half have a Facebook account.14 While Facebook has the most users, Instagram 
ranks second as the fastest growing social media platform, while Twitter is third, 
with 50,000 daily users.15 Twitter is especially popular amongst Slovenian politicians 
and political influencers for direct communication with the public.16 Twitter posts 
receive a lot of attention from traditional media (media distributing edited content, 
like radio, television, newspapers, etc.), indicating a reach that goes far beyond the 

 3 Selak and Kuhar, 2020.
 4 Petrič et al., 2015.
 5 Škerjanec, 2013; Prislan, 2013.
 6 Završnik and Sedej, 2012; Oblak Črnič and Jontes, 2019.
 7 Jereb, 2020.
 8 Bajt, 2017a.
 9 “Koalicija proti sovražnim napadom. Opozicija: Tudi sami morate prevzeti odgovornost.” 2021.
 10 ZLOvenija Tumblr page, a word play on evil (‘zlo’) and Slovenia (‘Slovenija’) exposed unprecedented 

increase of incendiary speech on Facebook’s platform during the so-called 2015 refugee crisis. ZLO-
venija published instances of hate speech against migrants expressed on public Facebook profiles 
and groups, along with the names and photographs of the speakers. Plesničar and Šarf 2020; Oblak 
Črnič 2017; A look at Slovenian Facebook ecosphere demonstrates that certain topics (like migration 
and LGBTQ+) attract high numbers of offensive Facebook comments. Vehovar et al., 2020.

 11 Besides Facebook, Instagram, and Twitter, other popular platforms in Slovenia include TikTok (a 
video-sharing platform), reddit (a discussion and content-sharing site with a lot of active Slovenian 
users gathering on Slovenia subreddit community), r/Slovenia, YouTube (video sharing), Snapchat 
(communication, content sharing), Viber (communication, content sharing), WhatsApp (communi-
cation, content sharing), Tinder (dating), Tumblr (microblogging), etc. “Družabna Omrežja | Safe.
Si” 2021.

 12 Statistical Office of the republic of Slovenia, 2020.
 13 Valicon, 2020.
 14 Ibid.
 15 Ibid.
 16 Godnov and redek, 2014.
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active platform users.17 Many traditional media organizations also operate social 
media profiles. Social media companies attract advertisers by regulating, removing, 
or promoting the content appearing on their digital platforms through manipulation 
of their users’ emotional responses;18 traditional media, whose existence depends on 
advertising, are struggling to compete.19

The chapter situates existing Slovenian regulation in the European legal 
framework and considers the regulative approaches of social media companies on 
the example of Facebook in order to demonstrate the complexity of content mod-
eration. The chapter firstly presents Facebook’s rules and procedures for content 
moderation to exemplify the private regulation of expression on social networks. 
Then, the phenomenon of so-called fake news and its perception is unpacked upon 
the examples of different types of mis- and disinformation in the Slovenian (social) 
media sphere in order to break the phenomenon down into a classification of dif-
ferent types of dubious or manipulated information that commonly appear. Legis-
lation regulating the activities of traditional media is briefly considered to illustrate 
the different legal regimes governing traditional and social media. Legal liability for 
creation and dissemination of mis- and disinformation is not systematically regu-
lated in Slovenia, yet such activities may result in civil or criminal liability. While 
users cannot legally demand the reinstatement of a post, they may demand the re-
moval of an illegal post. The chapter reviews the relevant Slovenian constitutional, 
administrative, criminal, and civil legal norms as well as case law involving prob-
lematic user-generated content. The chapter concludes with a brief discussion about 
open challenges and a consideration of regulative attempts in other countries.

Whether we call limiting the freedom of expression censorship or content mod-
eration, whether it is performed by a corporation or a state, it provokes discomfort. 
This chapter demonstrates that content moderation is a double-edged sword – both 
necessary and pernicious. The root of this paradox lies beyond the scope of legal 
regulation, beyond the issues of ‘private’ and ‘public’—in the very complexity of the 
postmodern world. What ought to be the limits of free expression, who and according 
to what procedures ought to decide on these limits, etc., are political and ideological 
questions. The issues discussed by the chapter are by no means unique or limited to 
Slovenia. Most Slovenian academic literature on content moderation online adopts a 
global and/or European union (Eu) law perspective, indicating that Slovenia mostly 
follows transnational regulatory trends20 and stressing that the regulatory challenges 
of the digital age ought to be addressed on a transnational level.21 There are no easy 
answers when it comes to the regulation of expression and news on social networks, 
yet regulation is necessary, if always imperfect.

 17 Mance, 2014.
 18 Bakir and McStay, 2018.
 19 Bašić Hrvatin, 2020.
 20 E.g., Damjan, 2017; Damjan, 2019; Weingerl, 2020; Selinšek, 2015.
 21 Selinšek, 2015.
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2. Content moderation of inappropriate speech 
on social networks

Most social networks make profits through commercial use of users’ data. 
Most social networks would prefer not to moderate content but are forced to for a 
variety of reasons: protection of users, removal of illegal content, and appeasing 
the public and existing and potential users, partners, and advertisers.22 Social net-
works’ market-oriented practices and the lack of democratic oversight often lead 
to questionable decisions.23 Nevertheless, the question is not how to stop social 
networks from moderating content, but how to regulate this moderation through 
the entities deciding on content removal, the checks and balances in place, the 
means of granting democratic participation and oversight, etc. The term ‘private 
censorship’ is often used to criticize social networks’ controversial decisions to 
take down user-generated content. However, some scholars hold that the term 
‘censorship’ implies the state-guaranteed right to speak that social networks are 
not legally bound to grant and by virtue of which ‘censored’ users are not com-
pletely silenced in online debates, as they are free to join other social networks 
or create new accounts.24 Censorship in the wide sense may be understood as any 
official control over the flow of ideas,25 but this term is morally loaded and has 
a negative connotation; it might invoke the impression that all user-generated 
content ought to be permitted online. This is hardly the case: removals of child 
pornography, serious harassment and threats, depictions of extreme violence 
and cruelty, terrorist propaganda, etc., are rarely (if at all) described as an in-
fringement of freedom of expression or censorship. The term ‘content moderation’ 
(a set of governance mechanisms intended to structure participation in debates, 
facilitate cooperation, and prevent abuse)26 seems more appropriate and nuanced, 
as it draws attention to the complexity of the issue, placing it within the wider 
phenomenon of postmodern global governance. This section zooms in on the 
problem of hate speech online and Facebook’s regulative framework. In the Slo-
venian context, hate speech appears in two types: illegal hate speech constituting 
a criminal offense, which is hate speech in the narrow sense, and hate speech 
in the wider sociological sense.27 Hate speech in the wider sense refers to all in-
stances of discriminatory speech based on the idea that certain groups of human 
beings are inferior to others; it is not necessarily illegal, but it is widely considered 

 22 Gillespie, 2018, pp. 6–24.
 23 Tushnet, 2019.
 24 Gillespie, 2018, p. 176.
 25 režek, 2010.
 26 Grimmelmann, 2015.
 27 E.g., Splichal, 2017; Završnik and Zrimšek, 2018; Jalušič, 2019; Lindič, 2017; Zobec, 2019; Teršek, 

2018.
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as vulgar and inappropriate.28 Facebook’s definition of hate speech corresponds to 
hate speech in the wider sense.29

2.1. Freedom of expression on Facebook in Slovenia

Media organizations actively moderate content on their sites as a part of their 
editorial policy and are liable for this content. The Mass Media Act (Zakon o medijih 
– ZMed) defines media as newspapers, magazines, radio and TV programs, elec-
tronic publications, teletext and other forms of daily or periodical publishing of 
edited content via text, voice, sound, or image available to the public (Art. 2). The 
definition does not include social networks that only provide platforms for user-
generated content without creating or editing content themselves. As a private non-
media company, Facebook is free to moderate user-generated content as it sees fit.

Slovenia does not have an official state censorship body, but certain categories 
of expression are prohibited under Slovenian law, as will be reviewed later. When it 
comes to hate speech, both the state (e.g., Human rights Ombudsman, Advocate of 
the Principle of Equality, and diverse governmental campaigns30) and civil society or-
ganizations31 are raising awareness. For instance, Spletno oko, which is active within 
the Safer Internet program (Department for research at Centre for Social Informatics 
at the Faculty of Social Sciences, university of Ljubljana), allows users to report hate 
speech and sexual abuse of children online.32 It has the status of a ‘trusted flagger,’ 
conferred by social networks on trustworthy organizations and individuals who fre-
quently and accurately flag problematic content.33 Spletno oko evaluates whether re-
ported content might be illegal and may report it to the authorities or social networks 
without moderating the content.34

2.2. Facebook’s regulatory framework

Facebook is a powerful global actor often compared to a state.35 It is a private 
company that concentrates power and decision making by uniting law making, ex-
ecutive and quasi-judiciary power, and the power of the press.36 It is the largest social 
network in the world37 and it also owns the WhatsApp messaging service and the 
social network Instagram.38 Facebook is working hard to present itself as a socially 

 28 Bajt, 2017b.
 29 Facebook, 2021a.
 30 E.g.:“Kampanja Ne sovražnemu govoru | GOV.SI” 2021.
 31 E.g.: “Z (od)govorom na sovražni govor – ZaGovor” 2021.
 32 “Trditve in Dejstva o Spletnem Očesu | Spletno Oko” 2021.
 33 Ibid.
 34 “Sovražni govor na spletnih družbenih omrežjih v Sloveniji” 2021.
 35 Chander 2012.
 36 Kadri and Klonick, 2019.
 37 Facebook has at least 2.7 billion users. “Most used Social Media 2020,” 2021.
 38 “The Facebook Company Products | Facebook Help Center,” 2021.
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responsible enterprise capable of balancing the fine line between the freedom of 
expression and guaranteeing a safe space to its users.39 It has recently adopted the 
Corporate Human rights Policy and committed itself to regular reporting to prove 
its commitment to human rights.40 Content moderation is central to this process. To 
create a Facebook account, a user must agree to the Terms of Service41 and thereby 
accept the Community Standards,42 which are described as “a comprehensive set of 
policies that help […] create the conditions so people feel comfortable expressing 
themselves by balancing the values of voice, authenticity, safety, privacy and 
dignity.”43

2.2.1. Community Standards

Facebook was founded in 2004 to target university students, but its user base 
quickly grew and diversified.44 until 2008, Facebook had no content moderation 
policy, only a few dozen people guided by a single page document and their in-
stincts.45 Facebook’s growth demanded standard setting for its diverse global ‘com-
munity,’ resulting in globally applicable guidelines reflecting a narrowed version of 
the uS conception of the freedom of speech;46 Eu law, individual European states’ 
national legislation, and public pressure fueled by a variety of scandals were also 
important influences.47 The Community Standards were developed and published 
in 2008, but Facebook’s internal rules governing content moderation only became 
public in 2018.48 The motivation for Facebook’s content moderation is profit-oriented 
– the more time people spend on Facebook, the more ads are displayed to them and 
the more money is made.49 It is thus in Facebook’s interest to ensure that its users feel 
comfortable and safe while enjoying its services.

Community Standards divide problematic content into five parts: violence and 
incitement (coordinating harm, publicizing crime, credible threats, etc.); safety 
(child sexual exploitation, abuse, and nudity, glorification of suicide and self-injury, 
etc.); objectionable content (hate speech, adult nudity and sexual activity, etc.); 
integrity and authenticity (fake accounts, spam, etc.); and respecting intellectual 
property (copyright and trademark violations, etc.).50 The Community Standards 
offer some insights into the interpretation of its provisions. For instance, 

 39 B. J. Johnson, 2016.
 40 Facebook, 2021.
 41 “Facebook: Terms of Service,” 2021.
 42 “Community Standards | Facebook,” 2021.
 43 “Community Standards Enforcement,” 2021.
 44 Brügger, 2015.
 45 Klonick, 2020.
 46 Klonick, 2017.
 47 Ibid.
 48 Bricket, 2018.
 49 Klonick, 2017.
 50 “Community Standards | Facebook,” 2021.
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photographs of female nipples are generally not allowed but may appear in the 
context of breastfeeding or post-mastectomy awareness-raising; sculptures and 
other artistic depiction of nude figures are also allowed; glorification of suicide 
and self-injury is not allowed but sharing experiences and raising awareness about 
these issues is permitted; etc.51

Facebook detects potential violations through reports from trusted flaggers, or-
dinary users, and artificial intelligence (AI).52 Flagged content is evaluated according 
to the order of priority decided by the AI. removal decisions are sometimes fully 
automated. According to Facebook, a  large percentage of inadmissible content is 
removed by AI before users see it.53 Facebook may sanction the breach of rules by 
removing the post, disabling the account, covering content with a warning, and re-
porting all apparent instances of child exploitation to the National Center for Missing 
and Exploited Children. If illegal activity is suspected, Facebook alerts the police. 
Facebook admits that the process is not entirely smooth: “In some cases, we make 
mistakes because our policies are not sufficiently clear to our content reviewers […] 
we make mistakes because our processes involve people, and people are fallible.”54 If 
a user does not agree with Facebook’s decision, they may request a review. Facebook 
takes another look at the case, usually within 24 hours.55 If the review finds that 
Facebook made a mistake, the user is notified and their post restored or access to the 
suspended account enabled.56

The mistakes that occasionally occur in the content moderation process are best 
illustrated by the scandal caused by Facebook’s removal of the iconic ‘Napalm Girl’ 
photograph.57 The image depicting a naked Vietnamese girl escaping a napalm attack 
during the Vietnam War breaks the rules about child nudity although it is not porno-
graphic and is rather a famous historical image. This case is by no means Facebook’s 
only controversial content moderation decision, and it reveals just how complex the 
interpretation and enforcement of Community Standards can be. Facebook’s content 
moderation is rightfully criticized for lacking transparency, oversight, and demo-
cratic participation.58 Considering Facebook’s power, several issues repeatedly arise: 
the freedom of expression (transparency, due process, democratic oversight, etc.); 
the safety, privacy, and dignity of users targeted by other users’ speech; national and 
transnational legislation with which Facebook is bound to comply; Facebook and its 
users’ criminal and civil liability; Facebook’s questionable content moderation deci-
sions; etc.

 51 Ibid.
 52 King and Gotimer, 2020.
 53 Ibid.
 54 Bricket, 2018.
 55 “I Don’t Think Facebook Should Have Taken down My Post. | Facebook Help Center,” 2021.
 56 “My Personal Account Was Disabled | Facebook,” 2021.
 57 Ibrahim, 2017.
 58 Heins, 2013.
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2.2.2. Oversight Board

Public pressure to make Facebook’s content moderation and the underpinning 
rules more transparent and democratic resulted in the creation of a global body of ex-
perts independent from Facebook, namely the Oversight Board, in 2020.59 When the 
Board’s trust, charter, and bylaws were being prepared, Facebook’s founder and CEO 
Mark Zuckerberg described the body as an equivalent of the Supreme Court.60 users 
can appeal Facebook’s content moderation decisions to the Board, and Facebook is 
bound by its decisions. Before appealing to the Board, the user must exhaust Face-
book’s internal appeals.61 The Board is a new body and it is difficult to assess how it 
will influence the industry, nation states, and freedom of expression.

The Oversight Board’s bylaws62 are similar to traditional corporate and non-
profit bylaws and define the arrangement between the Board, Facebook, and the 
Oversight Board Trust, as well as the role of Facebook users.63 The Board is com-
posed of experts and civic leaders from around the globe, and it has discretion 
over the cases it chooses to hear – it is supposed to review the toughest cases with 
significant real-world impact.64 The Board may also hear the cases of users who 
reported problematic content that was not removed. Facebook may also refer cases; 
for an (in)famous example, the indefinite suspension of former uS president Trump’s 
Facebook and Instagram accounts that followed the January 6 Capitol invasion was 
referred to the Board.65 The Board upheld Facebook’s decision, but also criticized 
the indeterminate penalty, demanding that Facebook review it.66 The Board also 
recommended several actions Facebook should take in order to ensure more trans-
parent procedures.

2.2.3. Potential problems for Slovenian Facebook users

Facebook’s Community Standards are not translated in Slovenian.67 Since some 
of Facebook’s Slovenian users do not speak English, the omission of translation alone 
raises questions about transparency. Despite Facebook’s reassurance about its tech-
nology’s great efficiency and sophistication, concerns that AI may be arbitrary and 
lack certain traits and nuances of human reasoning might also be problematized. 
To illustrate one set of problems that might arise from ignoring Facebook users’ 

 59 B. Harris 2020b.
 60 Klonick 2020.
 61 “Oversight Board | Independent Judgment. Transparency. Legitimacy.” 2021.
 62 “Bylaws – Oversight Board” 2021.
 63 B. Harris 2020a.
 64 Facebook’s involvement in choosing the original Board members (who are supposed to independent-

ly choose future members) is one of the many potential flaws in the process of creating the Over-
sight Board. Klonick 2020

 65 “referring Former President Trump’s Suspension From Facebook to the Oversight Board” 2021.
 66 Oversight Board 2021.
 67 Facebook 2021b.
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linguistic diversity, the 2018 genocide in Myanmar serves as a chilling example. The 
incitement of violence against the rohingya ethnic minority on Facebook played 
a considerable part in the tragedy.68 Following the tragedy, Facebook’s role in the 
genocide was scrutinized, demonstrating that Facebook was the primary source 
of news for 40% of Myanmar’s population and only four content reviewers spoke 
Burmese at the time.69 Today, Facebook employs human reviewers fluent in over 50 
languages70 that supplement the AI and bring the human touch and understanding 
of contexts and cultural norms.71 The fact that Facebook’s rules are not translated 
may hold consequences for users who only speak Slovenian. Not only are they not 
able to familiarize themselves with the Community Standards, their ability to chal-
lenge Facebook’s removal of their posts is severely limited, especially considering 
that even English-speaking users describe Facebook’s appeal process as ‘speaking 
into the void.’72

While users might not be included in the creation and implementation of Com-
munity Standards, the pressure media and civil society exert does influence Face-
book’s platform governance. Facebook is not as unbound in its sovereignty as it 
might seem and is entering into complex relationships with states and their organiza-
tions.73 The regulation of expression on social networks is a complex power struggle 
between states and multilateral corporations.74 States are setting and enforcing the 
rules governing the freedom of expression in collaboration and through confron-
tation with private companies like Facebook. Traditionally, the regulation of speech 
and expression rested in the hands of the states directly regulating publishers and 
speakers, which may be described as the direct speech regulation. This is to be dis-
tinguished from the indirect speech regulation, which targets digital infrastructure 
through indirect regulation.75 The indirect speech regulation complements the direct 
regulation’s traditional toolbox and it entails cooperation or cooptation between the 
public state power and private companies, collateral censorship where states target 

 68 Galvan 2020.
 69 Yue, 2019; Some researchers nevertheless suggest that Facebook’s undisputed role in the ethnic 

cleansing in Myanmar might have been somewhat exaggerated in Western media, see e.g.: Whit-
ten-Woodring et al., 2020; Following the public outcry and united Nations investigation, Facebook 
employed over 100 reviewers fluent in Burmese. Su, 2018.

 70 Supposedly, Slovenian is one of these languages, but Facebook’s policy is not to reveal their number 
or any details pertaining to content moderation in a specific country/language.

 71 Silver, 2018.
 72 Vaccaro, Sandvig, and Karahalios, 2020.
 73 For example, Facebook changed its Terms and Conditions in 2019 in order to make its usage of 

users’ personal data more clear, following negotiations with the European Commission. European 
Commission, 2021a

 74 The trade association Computer & Communication Industry Association (CCIA Europe) representing 
Facebook fiercely criticized the Eu’s proposal that Internet platforms should use upload filters as 
an imposition of broad private censorship. Greenfield, 2018; Nevertheless, Facebook has been using 
upload filters since 2015. Masnick, 2015.

 75 Balkin, 2014.
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users/speakers through infrastructure providers, and the private governance of com-
panies that govern their users’ online behavior.76

3. Mis- and disinformation on social media in Slovenia

Fake news (fabricated information in the form of news with the intention to de-
ceive the audience) is widely used and abused, open-ended, and politically-loaded 
expression. ‘Fake news’ exploded into a global buzzword following Brexit and the 
uS elections in 2016.77 Nevertheless, the phenomenon is far from new. The invention 
of the press and the spread of literacy accelerated the spread of (fake) news,78 while 
the steam engine gave it another boost: the Great Moon Hoax recounting life on the 
moon based on fake interviews, pictures, and misleading headlines published in The 
Sun in 1835 is often referred to as a quintessential example of modern fake news.79 
According to Eurostat, Slovenians are concerned about fake news: 75% of the respon-
dents encounter mis- and disinformation at least several times a month if not daily, 
only 29% of Slovenian respondents trust news on social media compared to the 75% 
who trust the radio, 89% estimate that mis- and disinformation constitute a problem 
in Slovenia, and 86% believe that it is a problem for democracy in general.80 In-
stances of mis- and disinformation may be broken down into several categories. This 
chapter provisionally organizes the problem of dis- and misinformation on social 
media digital platforms in Slovenia into seven categories: fake news, misinformation, 
conspiracy theories, satire, clickbait, political astroturfing, and deepfakes.

3.1. Classification of mis- and disinformation

3.1.1. Fake news

Fake news has been discussed as a serious issue in Slovenia for a long time.81 
The definition of fake news is open-ended and constructed on the basis of foreign 
literature: Fake news generally denotes fabricated news stories created with the aim 
of deception. The terms ‘disinformation’ and ‘manipulation’ are also used in the 
context. The trend of dismissing any unfavorable news as fake news, initiated by 

 76 Balkin, 2018.
 77 ‘Fake news’ was selected as the Collins Dictionary’s official Word of the Year for 2017; while ‘post-

truth’ was the Oxford Dictionaries Word of the Year 2016. Hunt, 2017; “Oxford Word of the Year 
2016 | Oxford Languages,” 2021.

 78 Burkhardt, 2017.
 79 Bossaller et al., 2019.
 80 “Flash Eurobarometer 464: Fake News and Disinformation Online,” 2018.
 81 E.g.: Jančič 2017; Jontes 2010; Jukovič 2017; M. Milosavljević 2016; Vidmajer 2017.
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former uS president Trump, has been noticed in Slovenia too; in such cases, the term 
‘fake news’ is (ab)used to discredit media reporting without presenting arguments or 
evidence that would counter it.82 The problem of fake news in Slovenia may be illus-
trated in an example: In March 2021, two Twitter accounts posted an altered image 
of the survey results presented on a commercial TV station, portraying higher levels 
of support for the political parties of the ruling coalition than the original survey 
published on television.83 Twitter posts included the logos of the media house and 
the company that conducted the survey, claiming that the results shown on TV were 
falsified. Many Twitter users, including prominent politicians, re-tweeted the post in 
the following hours. Both the media house and the market research company denied 
the claims as completely ungrounded and have pressed criminal charges against an 
unknown perpetrator. Anonymity online makes it difficult to prosecute fake news, 
and at least one of the accounts that originally posted the modified survey has been 
proven to be fake and involved in political astroturfing on a regular basis.84 The ex-
ample demonstrates the blurriness of the proposed categories of disinformation, as it 
includes elements of fake news, astroturfing, and conspiracy theory.

3.1.2. Misinformation

unlike fake news, misinformation is not created and disseminated with the 
purpose to deceive, it is a product of the negligent spread of information that was not 
fact-checked. For example, in December 2020, Slovenia was eagerly anticipating the 
approval of the first novel coronavirus (Covid-19) vaccine, a potential beginning of 
the end of the pandemic. On the other hand, public distrust toward vaccination has 
been growing in recent years. A Facebook post by a Slovenian gynecologist claiming 
that the Covid-19 vaccine causes infertility spread like wildfire on social media. The 
story was soon debunked by experts calling attention to the lack of scientific evi-
dence, labeling the story a conspiracy theory and fake news.85 The gynecologist who 
posted the claim soon apologized, explaining that he misunderstood the title of an 
online article in English.86 Nevertheless, the seed of doubt was planted, adding to the 
existing concerns and doubts about the rapidly developed vaccines.

3.1.3. Conspiracy theories

Like fake news, conspiracy theories have a long history and have been amplified 
by the rise of social media.87 These theories are based on the idea that shadowy elites 

 82 ross and rivers, 2018; “Janša: Lažne novice se v Sloveniji širijo tudi v osrednjih medijih,” 2020.
 83 Pušnik, 2021.
 84 Voh Boštic, 2021.
 85 See some reports in traditional media: Pavlin, 2021; “Strokovnjaki: Cepivo proti covidu-19 ne povz-

roča poškodb posteljice,” 2020; “Mit o cepivu razkrit, ni nevarnosti za neplodnost,” 2020.
 86 Šašek, 2020.
 87 A. Zupančič, 2020.
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are malevolently manipulating reality from behind the scenes.88 Conspiracy theories 
thrive in troubled times, as they offer simplistic explanations for pressing problems.89 
Some global conspiracy theories have adherents in Slovenia. Supporters of anti-vac-
cination conspiracy theories, which have been recognized as especially dangerous 
to public health,90 often congregate on social media.91 In real life, these pressure 
groups are organizing protests against obligatory vaccination.92 Several social media 
groups and influencers are spreading disinformation about Covid-19 and the related 
protective measures.93 Their efforts are notable in real life, as these groups organize 
protests and other activities.94 The global QAnon conspiracy theory, perceived as a 
motivating force behind the January 6 Capitol invasion, also has its adherents in 
Slovenia. Even the Slovenian prime minister has re-tweeted QAnon content.95 The 
QAnon movement propagates, amongst other things, a belief that a satanic cult of 
politicians and celebrities deals with human sacrifice and pedophilia.96 Anti-Semitic 
conspiracy theories like QAnon, inspired by the ancient conspiracy theory about 
Jews drinking the blood of Christian babies, have famously shaped the course of 
global and Slovenian history: Despite the small Jewish population in Slovenian ter-
ritory, anti-Semitic conspiracy theories have been continuously and systematically 
abused for political mobilization since at least the 19th century.97 Even a former Slo-
venian European Court of Human rights (ECtHr) judge habitually spreads such con-
spiracy theories about the billionaire George Soros.98

3.1.4. Satire

Satire involves irony, exaggeration, and humor in order to expose the absurdity 
or stupidity of a situation or a statement. Satire is not meant to be misleading; rather, 
it is a form of political commentary and critique. As such, satire is not seen as the 
distribution of mis- or disinformation but as essential to democratic society: Sat-
ire’s special status is well established in criminal (e.g., II Kp 49761/2015) and civil 
case law (e.g., I Cp 1206/2015). Nevertheless, when taken uncritically, satire may 
bleed into misinformation. In 2010, Slovenian media uncritically translated and 

 88 European Commission, 2021b.
 89 Abram and Grušovnik, 2021.
 90 Germani and Biller-Andorno, 2021.
 91 E.g., Facebook groups: “Združenje Za Naravni razvoj Otrok | Facebook” 2021; “Skupaj Za Zdravje 

Človeka in Narave | Facebook,” 2021.
 92 “Protest proti zakonu, ki bi prepovedal vpis necepljenih otrok v javne vrtce” 2018; “Nasprotniki pro-

testirali proti obveznemu cepljenju. Strokovnjaki: ker določenih bolezni ne vidimo, se ne zavedamo 
nevarnosti,” Facebook groups.

 93 E.g., “Maske Dol | Facebook,” 2021.
 94 “V Mariboru večstoglava množica vzklikala: ‘Maske dol, vlada pa v zapor,’” 2021.
 95 Savič, 2020.
 96 Hannah, 2021.
 97 Pelikan, 2015.
 98 E.g., Zupančič, 2020.
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distributed the news story about a drunken Serb who fell on and thereby killed a 
shark in an Egyptian resort.99 As it turned out, the original source of the news was a 
Serbian satirical webpage called Njuz.100 Ironically, Nujz was created as a response to 
the spread of fake news and is publishing made-up stories to entertain and provoke 
critical thinking.101 This misinformed news story eventually spread across foreign 
media beyond the Balkan region.102

3.1.5. Clickbait

Clickbait refers to flashy and exciting titles constructed to attract attention and 
generate clicks.103 usually, an attractive title is followed by an ordinary news story 
that does not necessarily contain mis- or disinformation. Since people often only 
read the titles and tend to receive information rather uncritically, clickbait may nev-
ertheless contribute to the general spread of mis- or disinformation and may breach 
personal rights.

3.1.6. Political astroturfing

Astroturfing, falsely presenting ideas as originating in a grassroots movement 
when they are in fact launched by an organization, originates in marketing and is 
increasingly present in politics.104 Astroturfing may be described as creating a false 
public and manipulating public opinion.105 While the phenomenon itself is not new, 
the rise of social media facilitated the creation of fake accounts and the spread of 
disinformation on a new scale.106 Fake accounts are sometimes automatized (bots) 
and sometimes operated by humans. Twitter stands out as a social network with a 
large percentage of fake accounts mobilized for political purposes, despite the active 
removal of such accounts.107 It is estimated that the majority of Slovenian political 
parties utilizes astroturfing – the problem was revealed when a Slovenian MP mis-
takenly continued a fake-profile tweet from her official account.108 Journalists inves-
tigated the phenomenon of fake profiles on the Slovenian Twitter scene and found 
that a substantive part of ‘public’ opinion on Twitter is generated by fake accounts 
using stolen or automatically generated photographs and false identities.109 Their 
tweets are often re-tweeted by politicians and even presented as sources for dubious 

 99 “Srb v Šarm el Šejku ubil smrtonosnega morskega psa,” 2010.
 100 N. Milosavljević, 2010.
 101 Jovanović, 2020.
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 103 Pohar, 2021.
 104 Kovic et al., 2018.
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news stories distributed by politically affiliated media. Such media stories are then 
tweeted and re-tweeted, creating a circular circuit of disinformation.110

3.1.7. Deepfakes

Deepfakes or synthetic media are highly convincing audio files and/or videos 
fabricated by the AI technology generative adversarial networks (GAN).111 New 
videos depicting events that never took place are generated based on actual images 
and videos. Implications vary from the most intimate (e.g., computer generated in-
voluntary pornography and the related exploitation and intimidation)112 to geopo-
litical (e.g., manipulations of voters or incitements of angry mobs).113 Technology 
to detect deepfakes is available,114 but deepfakes are rapidly evolving and adapting. 
Deepfakes are likely to strongly influence politics, journalism, and news production 
in the years to come. While some are preoccupied with the potential of deepfake 
news for political manipulations, others stress the even more concerning effects of 
deepfakes on people’s perceptions of reality.115 Awareness that nothing, not even 
video footage, can be trusted, might further contribute to the decrease of trust in the 
news. The growing uncertainty might contribute to general indeterminacy and cyni-
cism.116 A notable deepfake story is yet to break in Slovenia – for now, engagement 
with deepfakes is limited to stories from abroad, usually involving foreign politicians 
and celebrities.117

4. Legal regulation of communication and information 
on digital platforms

Scholars estimate that both Slovenian and Eu media regulation constantly 
remain a step behind social network corporations.118 Cooperation between state 
and non-state actors is favored over state intervention, indicating a privatization of 
regulation.119 As mentioned, social platforms are not media organizations under the 
Slovenian Mass Media Act. The Act imposes a number of obligations on traditional 

 110 This practice is not entirely new, but it has been increasing in the recent years. Mance, 2014.
 111 Chesney and Citron, 2018.
 112 D. Harris, 2018.
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 116 Završnik, 2018a; Završnik, 2018b.
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 118 Smokvina and Pavleska, 2019.
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media and prescribes monetary fines for violations thereof (Art. 129–148b). The 
Mass Media Act is based upon the principles of the protection of the Slovenian lan-
guage (Art. 5), freedom of expression (Art. 6), freedom to disseminate foreign media 
content (Art. 7), and the prohibition of the encouragement of inequality and discrim-
ination (Art. 8). Distributers of media content and their editors must be registered 
in Slovenia (Art. 10). The Mass Media Act obliges media organizations to publish 
emergency messages (Art. 25), limits advertisement and prohibits certain forms of 
advertising (Art. 46-51), mandates protection of children and minors against pornog-
raphy and violence (Art. 84), and stipulates the right to correction and response (Art. 
26-44), which will be explored later on. Media ownership is regulated with the aim 
of achieving pluralism and diversity (Art. 56-63). Traditional media is rather rigidly 
regulated, while Internet service providers like digital platforms play by the rules set 
forth in the Electronic Commerce Market Act (Zakon o elektronskem poslovanju na 
trgu – ZEPT) that transposed Directive 2000/31/EC on certain legal aspects of in-
formation society services, in particular electronic commerce, in the internal market 
(e-Commerce Directive) into Slovenian legal order. This section reviews the relevant 
legislation and case law involving potentially illegal user-generated content.

4.1. Human rights and fundamental freedoms

4.1.1. Transnational law

Freedom of expression is enshrined in all the relevant regional human rights 
documents, including Art. 10 of the European Convention on Human rights (ECHr) 
and Art. 11 of the Charter of Fundamental rights of the European union. The ECtHr 
finds freedom of expression crucial to democratic society. Nevertheless, freedom of 
expression may be subject to formalities, conditions, restrictions, or penalties (Art. 
10 ECHr) that should be construed strictly and be convincingly explained (following 
the three tests: the lawfulness of the interference, its legitimacy, and its necessity in 
a democratic society).120 Limitations of the freedom of expression are likewise set by 
these documents and are typically found in the right to respect for private and family 
life (Art. 8 ECHr; Art. 7 of the Charter), protection of personal data (Art. 8 of the 
Charter), and the prohibition of abuse of rights (Art. 17 ECHr). The ECHr and the 
Charter oblige public authorities to guarantee the freedom of expression, while no 
such obligation can be imposed on private companies like Facebook.

When it comes to privacy and personal data protection, the Eu is a trailblazer: 
The General Data Protection regulation (GDPr) is a set of the toughest data privacy 
laws in the world. The GDPr imposes obligations on organizations anywhere if they 
process the personal data of Eu citizens or residents, threatening high fines in the 
case of noncompliance. The GDPr aims to create consistent protection of personal 
data across the Eu member states and uniform data security law. Slovenia is the only 

 120 Council of Europe, 2020.



190

KrISTINA ČuFAr

Eu country yet to implement the GDPr.121 The existing Personal Data Protection Act 
(Zakon o varstvu osebnih podatkov – ZVOP-1) is supposed to have been amended, 
but the publicly available draft of the new Personal Data Protection Act (Zakon o 
varstvu osebnih podatkov – ZVOP-2) is yet to be discussed by Slovenian parliament. 
Nevertheless, as an Eu regulation, the GDPr is binding and directly applicable and 
does not require any action on the part of Slovenia.

The Eu is also dedicated to the eradication of illegal hate speech. The Council 
Framework Decision 2008/913/JHA on combating certain forms and expressions of 
racism and xenophobia by means of criminal law binds member states to ensure that 
public inciting to violence or hatred against certain groups and public condoning, de-
nying, or grossly trivializing crimes of genocide, crimes against humanity, and war 
crimes are punishable offenses according to the member state’s criminal law. Since 
social networks are not bound by the human rights instruments, the European Com-
mission, Facebook, Microsoft, Twitter, and YouTube agreed to the Code of Conduct 
on Countering Illegal Hate Speech Online in 2016, in the wake of the 2015 terrorist 
attacks in France. Instagram, Snapchat, Dailymotion, Jeuxvideo.com, and TikTok 
have joined the Code since.122 In the Code, the companies pledge their responsibility 
to promote and facilitate freedom of expression worldwide and commit to tackling 
illegal hate speech online by setting up processes to review notifications regarding il-
legal hate speech on their platforms, encouraging the flagging of problematic content, 
promptly responding to removal notifications, training their staff, and sharing best 
practices. A network of organizations conducts the regular monitoring of the Code’s 
implementation across the Eu. According to the last monitoring, the companies 
assess 90% of flagged content within 24 hours and 71% of the content deemed il-
legal hate speech is removed as a result.123 While the Commission considers the Code 
“a success story when it comes to countering illegal hate speech online,”124 it re-
mains controversial. Several important nongovernmental organizations (NGOs) and 
scholars have severely criticized it for reinforcing tech companies’ power to decide 
on the (il)legality of expression, which might lead to excessive content removal.125

The situation is similar when it comes to the identification and spread of mis- and 
disinformation – technological giants have pushed hard for a self-regulation model in 
the past.126 The Code of Practice on Disinformation – agreed upon by the platforms, 
leading social networks, advertisers, and the advertising industry – is an example 
of such practice.127 Facebook, Twitter, Mozilla, Google, Microsoft, and TikTok have 
joined the Code.128 Thus, the industry has voluntarily agreed to a set of worldwide 
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self-regulatory standards to fight disinformation and committed to periodic moni-
toring. The European Commission plans to substitute the Code with the European 
Democracy Action Plan based on three pillars: promoting free and fair elections, 
strengthening media freedom and pluralism, and countering disinformation.129 The 
Action Plan is supposed to be implemented by the next European Parliament elec-
tions in 2023.

In addition to hate speech and mis- and disinformation, the Eu aims to remove 
other types of problematic online content. The Eu Directive 2017/541 on combating 
terrorism demands that terrorism-related online content be removed or blocked. The 
Eu Directive 2011/93/Eu on combating the sexual abuse and sexual exploitation of 
children and child pornography demands that such materials be removed or blocked. 
The Eu Directive 2019/790 on copyright and related rights is introducing new obli-
gations for Internet service providers regarding user-generated content that violates 
copyright and is criticized as a dangerous incentive for private censorship, indirectly 
pushing providers to actively monitor user-generated content.130

4.1.2. Slovenia

The freedom of expression is enshrined in Art. 39 of the Slovenian Constitution 
(ustava republike Slovenije – urS). It guarantees the freedom of expression of 
thought, speech, and public appearance, of the press, and other forms of public com-
munication and expression. Constitutional limits of the freedom of expression are 
to be found in the constitutional rights of others, like the right to personal dignity 
and safety (Art. 34) or the right to privacy and personality rights (Art. 35). Prohi-
bition of incitement to discrimination and intolerance and prohibition of incitement 
to violence and war (Art. 63) forbid any incitement to national, racial, religious or 
other discrimination; the inflaming of national, racial, religious or other hatred and 
intolerance; or any incitement to violence and war as unconstitutional, establishing 
the bases for the definition of illegal hate speech in criminal law. When freedom of 
expression clashes with the rights of others, the Slovenian Constitutional Court looks 
up to the ECtHr and employs the balancing of rights (e.g., decisions up-614/15 and 
up-407/14).131

When deciding cases involving alleged mis- and disinformation, courts must es-
tablish the appropriate balance between the freedom of expression, which includes 
freedom of the press and public communication, and other rights. The Slovenian 
Constitutional Court generally favors and protects the freedom of press. Even exag-
gerated and offensive statements have their place in democratic debate and serve 
public interest – journalists may only be found liable if they know that their re-
porting is based on a lie or in cases of gross negligence (up-1019/12). The Court 

 129 Ibid.
 130 Damjan, 2019.
 131 See also: Teršek, 2019.
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follows the criteria for restricting the freedom of expression of media developed 
by the ECtHr taking into account the contribution to public debate; whether the 
injured party is a public personality; prior actions of the injured party; the method 
of gathering of information, its correctness and context; the manner and conse-
quences of publication; the gravity of sanction; and the differentiation between 
value judgments and facts (e.g., up-1019/12; up-417/16). Despite the high level of 
freedom of press granted by the Constitutional Court, overtly sensational clickbait 
titles that distort the facts may be considered independently of the news story they 
head (up-530/14).

4.2. Service providers’ liability for user-generated content

4.2.1. European Union legislative framework

Internet intermediaries’ (“a wide, diverse and rapidly evolving range of service 
providers that facilitate interactions on the internet between natural and legal 
persons”)132 civil and criminal liability for user-generated content fall under the 
basic legal framework for information society services in the Eu – the e-Commerce 
Directive. Directive 2015/1535 defines an information society service as “any service 
normally provided for remuneration, at a distance, by electronic means and at the in-
dividual request of a recipient of services.” ‘Free’ services, like advertisement-based 
services offered by social network companies, are included in the scope, as the Court 
of Justice of the European union’s (CJEu) Papasavvas and others decision (C-291/13) 
confirms.

According to the e-Commerce Directive, service providers are exempt from lia-
bility for illegal user-generated content if they expeditiously remove or disable access 
to the content upon obtaining knowledge or awareness of its unlawfulness (Art. 14). 
Member States shall not impose a general obligation on providers to monitor the 
information which they transmit or store, nor a general obligation to actively seek 
facts or circumstances indicating illegal activity (Art. 15). Nevertheless, the CJEu 
Eva Glawischnig-Piesczek v Facebook Ireland Limited decision (C-18/18) permits the 
national courts to oblige social networks to identify and delete comments identical to 
those previously deemed illegal. Critics of this decision warn of severe implications 
for the freedom of expression, since legal speech might get caught like ‘dolphins in 
the net.’133

The European Commission submitted the Digital Services Act package consisting 
of the Digital Services Act (DSA) and the Digital Markets Act (DMA) to the Eu-
ropean Parliament and the European Council in December 2020. The e-Commerce 
Directive will remain the basic legal framework and will only be updated and supple-
mented by the package. The package addresses technological trends like the spread 
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of disinformation, exchange of illegal goods, online violence, privacy and targeted 
advertisement, etc., and represents an attempt to regulate the mounting power of 
technological giants by differentiating between hosting services, online platforms, 
and very large online platforms. The DMA deals with competition law aspects, while 
the DSA retains and updates the e-Commerce Directive’s exemption from liability 
for service providers. According to the proposed DSA, every intermediary service 
provider will need to establish a point of contact for state authorities and a legal rep-
resentative in the Eu (Art. 10-13) and every hosting service provider will be obliged 
to provide mechanisms for flagging potentially illegal content and state the reasons 
for removal or blocking of content (Art. 14-15). There are additional obligations for 
online platforms to provide complaint-handling systems and dispute resolution, pro-
tection against illegal use of the platforms, as well as information obligations (Art. 
17-24). Very large platforms will carry the additional obligations of security and 
control as well as more responsibilities regarding information and access (Art. 26-
33). The DSA aims to make content moderation more transparent and force service 
providers to establish adequate redress procedures. The final shape and impacts of 
the proposed package remain to be seen, but critics warn that the proposal does not 
address social networks’ ‘opinion power’ – that is, their political power.134 Critics also 
describe it as both too ambitious and not ambitious enough, as its scope does not 
include ‘harmful content’ in general, but focuses on content that is illegal under Eu 
or member state law.135

Slovenia first transposed the e-Commerce Directive by amending the Electronic 
Business and Electronic Signature Act (Zakon o elektronskem poslovanju in elek-
tronskem podpisu – ZEPEP). In 2006, these provisions were transposed into the 
Electronic Commerce Market Act, which follows the Eu definition of information 
society service and adopts a notice and takedown system when it comes to illegal 
user-generated content on Facebook and other social networks. Service providers 
are exempt from liability for user-generated content and are not obliged to monitor 
this content (Art. 8); however, they are required to stop and prevent violations by 
removing or blocking user-generated content when prompted by a court order (Art. 
9-11). Once the social network is informed of the infringement, it ought to remove 
or block access to the illegal content ‘expeditiously’ (Art. 11). The exact meaning 
of the word ‘expeditiously’ is not defined. The variety of contexts implies diverse 
response times, thus it makes sense to establish the appropriate response time on a 
case-to-case basis.136 If a service provider fails to act and such an omission results in 
damage, the provider may also face civil liability in accordance with Art. 131 of the 
Obligations Code (Obligacijski zakonik – OZ).

 134 Helberger, 2020.
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4.3. Slovenian legislation limiting the freedom of expression on 
social networks

4.3.1. Administrative law

Encouragement of intolerance is an administrative offense under the Protection 
of Public Order Act (Zakon o varstvu javnega reda in miru – ZJrM-1) and it may be 
punished by a fine (Art. 20). According to critics, this administrative offense is hardly 
distinguishable from the criminal offense of illegal hate speech examined below,137 
while others see it as a dangerous instrument of political power.138 The Protection 
Against Discrimination Act (Zakon o varstvu pred diskriminacijo – ZVarD) estab-
lishes the Advocate of the Principle of Equality, an independent and autonomous 
state body mandated to deal with discrimination in both the public and private 
sector (Art. 1). The Act prohibits incitement of discrimination (Art. 10), without in-
cluding incitement of discrimination among the administrative offenses (Art. 45). 
For example, when a breach of Art. 10 was detected in 2019 (case number 0700-
53/2019), the Advocate issued an order establishing that the violation took place and 
demanded that discriminatory comments against the roma community be removed 
from an online media’s website. In the 2019 Annual report, the Advocate urged that 
Art. 10 of the Protection Against Discrimination Act be requalified as an adminis-
trative offense and sanctioned with a fine.139

There is no administrative liability for the creation, dissemination, and usage of 
fake news in Slovenia. Media fitting the definition of the Mass Media Act are subject 
to the oversight of the Inspectorate for Culture and Media.140 The Inspectorate is 
criticized as a contradictio in adiecto since the Mass Media Act does not prescribe 
the content that media ought to report.141 The Inspectorate supervises compliance 
with the Act’s provisions regarding the proper use of the Slovenian language, pa-
rental guidance advisories (e.g., I u 1228/2011), etc., but it does not supervise social 
media.

4.3.2. Criminal law

The chapter on criminal offenses against public order and peace in the Criminal 
Code (Kazenski zakonik – KZ-1) includes the prohibition of public incitement to 
hatred, violence, or intolerance (Art. 297). Such illegal hate speech includes public 
incitement of hatred, violence, or intolerance based on ethnicity, racial, religious 
or ethnic origin, sex, skin color, origin, wealth, education, social status, political or 

 137 Zobec, 2019.
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other beliefs, disability, sexual orientation or any other personal circumstance; dis-
semination of ideas about the superiority of one race over another; and the denial, 
approval, justification, ridiculing, or advocating of genocide, the Holocaust, crimes 
against humanity, war crimes, aggression, or other crimes against humanity. The 
offense must be carried out in a manner likely to disturb public order or which is 
threatening, abusive, or insulting. The punishment of up to two years of impris-
onment is foreseen, stretching to up to five years of imprisonment in cases of aggra-
vated circumstances.

The State Prosecutor’s Office of the republic of Slovenia reported a slight in-
crease in convictions for public incitement to hatred, violence, or intolerance in 2020 
(six cases resulted in conviction).142 This increase is partially due to a recent change 
in the interpretation of the hate speech provision. The criminal law definition of il-
legal hate speech was amended several times since Slovenia gained its independence 
in 1991. The latest of the amendments in 2011 restricted the applicability of Art. 
297 to punish only conduct which is “either carried out in a manner likely to disturb 
public order or which is threatening, abusive or insulting,” as permitted by Council 
Framework Decision 2008/913/JHA. Since this amendment, the Prosecutor’s Office 
interpreted that Art. 297 is only applicable when the offense is carried out in a 
manner likely to disturb public order, ignoring the alternative dictum of the Council 
Framework and the Criminal Code.143 Courts assumed the same interpretation – hate 
speech that was ‘merely’ threatening, abusive, or insulting was not considered a 
criminal offense.144 This perception changed with the Supreme Court ruling that 
widened the scope of criminality to threatening, abusive, or insulting hate speech 
(I Ips 65803/2012). The case dealt with a public online post against the roma com-
munity. While no concrete threat to public order was established, the Supreme Court 
declared the previous interpretation of Art. 297 erroneous and concluded that an 
abstract threat suffices to establish criminal liability.

Despite the global trend to decriminalize criminal offenses against honor and 
reputation or at least eliminate prison sentences for such offenses, the Criminal Code 
(Art. 158-165) threatens these sanctions for the following offenses: insult, slander, 
defamation, calumny, malicious false accusation of crime, insult to the republic of 
Slovenia, insult to a foreign country or an international organization, and insult to 
the Slovenian people or national communities.145 Most of these offenses (Art. 158-
162) are prosecuted upon a private action (Art. 168) and are not sanctioned if the 
perpetrator was provoked or if they apologize or retract problematic statements (Art. 
167). If offenses against honor and reputation are committed through the press, 
radio, television, or other means of public information or at a public assembly, or 
on internet websites, the threatened sanctions are more severe. The High Court of 
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Ljubljana extended the circumstance ‘on Internet websites’ to the cases that trans-
pired prior to the 2011 amendment that added it (II Kp 13079/2012). The Court held 
that the sanctions for the offenses against honor and reputation are generally rather 
mild but opined that a prison sentence may be consistent with the ECtHr interpre-
tation of the freedom of expression, provided that the Court establishes that the 
context and gravity of the case demand it.

Offenses of unlawful publication of private writings (Art. 140) and abuse of per-
sonal information (Art. 143) prosecuted upon a complaint from the injured party or 
upon a private action, and the disclosure of classified information (Art. 260) pros-
ecuted ex offo, can be committed by posting on social networks. The Criminal Code 
also includes a prohibition of incitement to violent change of the constitutional order 
(Art. 359). Social networks can play an important role in committing this offense, for 
instance, incitement to violent change of the constitutional order was committed by 
posting a video on a social network (XI Ips 40945/2018).

According to a 2015 study conducted by the Slovene Association of Journalists, 
out of 127 criminal charges against media reporting (i.e., against journalists, editors, 
and media houses), only six resulted in conviction; 43% of cases involved charges of 
defamation.146 Defamation indicates that the truthfulness of media allegations can be 
established, unlike insult, which involves negative value judgments that do not have 
to be proven to be true or false (VII Kp 56216/2017).

4.3.3. Civil law

Civil law is the more popular avenue to seek legal protection and injunctive 
orders that may be used to demand a service provider’s removal of an illegal post. 
The Obligations Code governs the request to cease the infringement of personal 
rights in Art. 134, prescribing the right to request that the court or any other rel-
evant authority order that the infringement of the inviolability of the human person, 
personal and family life, or any other personal right be ceased, that such action be 
prevented, or that the consequences of such action be eliminated. Types of injunctive 
orders and the conditions that must be fulfilled for obtaining them are specified in 
the Enforcement and Security Act (Zakon o izvršbi in zavarovanju – ZIZ). If the in-
fringement continues despite the court’s order, monetary damages may follow. In the 
High Court of Ljubljana case I Cp 2892/2017, the defendant posted a range of per-
sonal data about the plaintiff on her Facebook profile, provoking numerous offensive 
and threatening comments. The Court found that immediate remedy is necessary 
and that waiting for a final judgment would render legal protection obsolete: Swift 
action was needed to prevent further damage.

According to the Obligations Code, the injured party may also demand a pub-
lication of judgement or correction (Art. 178) and/or monetary compensation (Art. 
179). Defamation or calumny, assertion or dissemination of untrue statements on the 

 146 Delić and Stare, 2015.
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past, knowledge, or capability of another resulting in material damage must be rec-
ompensed; liability is excluded if the speaker did not know that the information was 
untrue or if they had a genuine interest in so doing (Art. 177). Monetary compen-
sation is also applicable in the case of physical or mental distress suffered owing to 
the defamation of good name or reputation, the curtailment of freedom or a personal 
right, and for fear caused, even if no material damage was inflicted (Art. 179). Since 
the Obligations Code does not define defamation of good name or reputation, civil 
courts utilize the definitions enshrined in the Criminal Code. In cases of offensive 
value judgments, a withdrawal of the statement may be ordered, while in the case 
of an offensive statement proven to be untrue, a revocation of the statement is an 
appropriate sanction (I Cp 2054/99). The court determines the amount of compen-
sation for non-material damage based on the importance of the good affected and the 
purpose of the compensation if a causal link between the damage and the statements 
is proven.

The High Court of Koper dealt with a Facebook post expressing a warning against 
the plaintiff’s brand of coffee (Cpg 213/2017). The Court opined that the language used 
was not offensive or depreciating and took the position that freedom of expression is a 
predisposition of existence for Facebook and that a public Facebook account does not 
necessarily mean that the post actually reaches all of the people active on Facebook. 
The Supreme Court stressed the importance of the freedom of (political) expression 
on social networks and prioritized it over the right to dignity, honor, reputation, and 
personal dignity (II Ips 75/2019). While the Twitter post in question was vulgar, 
the Court warned against the chilling effect of sanctioning such speech. The Court 
regarded the context of the Twitter social network: the specific style and manner of 
speech qualified by short, fast, and vulgar communication that is produced spontane-
ously and consumed quickly and without much reflection by the ordinary user. The 
court considered the defendant’s Twitter profile’s large following but decided that the 
plaintiff, a public personality, should tolerate more nuisance than an ordinary citizen. 
The High Court of Ljubljana produced a different understanding of political critique 
expressed on social networks, finding that the harsh language used by the defendant 
was not a political critique but rather an attempt to depreciate the local major by 
comparing him to Hitler (II Cp 701/2015). The plaintiff’s right to honor, reputation, 
and personal dignity were prioritized over the freedom of expression. The High Court 
of Ljubljana case II Cp 577/2019 involved satirical publications in a closed Facebook 
group with 67 members. The Court took into consideration that the group involved 
only people belonging to the local community. It also underlined the specific nature 
of political satire that permits a wide range of expression and found no violation. In 
the High Court of Ljubljana case II Cp 2066/2012, a photograph taken in the plain-
tiff’s home was published on a Facebook profile set to private. The Court asserted that 
although the post was meant for the ‘closest friends,’ the photograph was made public 
and commented upon, with some of the comments being offensive to the plaintiff, 
and thus constituted a breach of his privacy. In the High Court of Maribor case I Cp 
193/2012, the Court concluded that a student filming an extraordinary event at a 
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public gathering is something the plaintiff should have expected and did not find his 
posting of the video on Facebook illegal.

Case law reveals that Slovenian courts balance the personality rights of one party 
against the freedom of expression of another. The balance is difficult to establish and 
must take into consideration the characteristics of each individual case: The nature 
of the social network, the context of the post, the number of people with access to 
the post, and the expectation that certain acts might be photographed, recorded, and 
posted online are all taken into account.

The Mass Media Act grants the right to correction to anyone who feels offended 
or insulted by media reporting (Art. 26-41). The insulted party may demand a pub-
lication of a correction that has to be published in the same way as the original 
content. If the correction is valid (Art. 31), the editor must publish it within 24 hours 
or risk a civil lawsuit. The correction does not need to be true or correct, since the 
essence of this right is not in establishing the truth but in enabling the person who 
felt injured by the reporting to respond (II Cp 2634/2017). To ensure objective, 
plural, and timely information, anyone has the right to demand the publication of a 
verifiable response denying, correcting, or supplementing reported information (Art. 
42-44). If the editor judges that the response is valid, it must be published. Social 
media platforms need not guarantee the rights to correction and response (techni-
cally though, anyone may open an account and respond to the post). Publishing mis-
information may result in damages if statements are based on facts there were not 
properly researched and checked before publication (II Cp 1666/2014).

4.3.4. Journalists’ professional liability

Journalists self-regulate the ethical aspects of their profession with codes of 
conduct. Like the legal framework, self-regulation is lagging behind the develop-
ments of technology (‘Google reporting’ – fact-checking using nothing but an Internet 
browser, citizen reporters and bloggers, social media, etc.).147 The Slovenian union of 
Journalists and the Slovene Association of Journalists are the most important actors 
in the field of journalists’ self-regulation.148 Violations of the Code of Journalists’ 
Conduct are subject to the Journalists’ Court of Honor, which is composed of nine 
journalists and two representatives of the public.149 The key ethical principles in the 
Code are freedom of expression, verifying information, and avoiding causing harm 
to those reported about. In 2019, the Journalist Court received 47 complaints and 
has established violations of the Code in 47% of the cases.150 Alleged dissemination 
of mis- and disinformation is the most common ground for complaints: 23 of the 
47 complaints in 2019 were referring to the lack of fact-checking and due diligence 

 147 Kovačič, 2014.
 148 “Sindikat novinarjev Slovenije,” 2021; Društvo novinarjev Slovenije, 2021.
 149 “Člani NČr – Novinarsko častno razsodišče,” 2021.
 150 Stare, 2020.
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in preventing the spread of misinformation; violations were found in six of these 
cases.151 The Journalists’ Court of Honor decides cases involving professional and 
amateur journalists. It cannot punish journalists, but it may suggest the expulsion of 
journalists from their media organizations.152

The public media house rTV Slovenija is regulated by the radiotelevizija Slovenija 
Act (Zakon o radioteleviziji Slovenija – ZrTVS-1) and it functions as a non-profit 
organization of special cultural and national importance, providing a wide range 
of informative, educational, cultural, and other content to serve its audience. The 
journalists of rTV Slovenija have their own professional code of conduct.153 The code 
establishes the Guardian of Professional and Ethical Standards that acts in the interest 
of all concerned parties. The Guardian is the point of reference for complaints and 
suggestions and is responsible to act upon them and report the results to the involved 
parties. The Guardian publishes regular reports available to the general public.

Project Oštro, a center for investigative journalism in the Adriatic region, is an-
other attempt from journalists to respond to the increasing levels of mis- and disin-
formation in the media.154 Covering Slovenia, Croatia, and Italy, Oštro’s investigative 
journalists fact-check media stories and respond to misleading information. Oštro 
has its own code of conduct that is based on the values of independence, non-profit 
activity, and democratic debate.155 The European project Open Your Eyes is another 
attempt to offer reliable information by establishing a database that can be used as a 
tool when discriminating between information and disinformation.156 Several other 
projects studying and countering the coronavirus ‘infodemic’ and disinformation-re-
lated knowledge are funded by the European Commission.157 In line with the Code of 
Practice on Disinformation, social media are also removing mis- and disinformation 
from their platforms.158

5. The impact of content moderation on freedom 
of expression and pluralism

Freedom of expression is a prerequisite for an open democratic society, yet no 
freedom is absolute. The 1990s was a decade intoxicated by the idea that the In-
ternet will enable large-scale participation in debates in such a way as to escape the 

 151 Ibid.
 152 “Novinarsko častno razsodišče – Novinarsko častno razsodišče,” 2021.
 153 “Pravilnik o poklicnih standardih,” 2021.
 154 “O Oštru: Center za preiskovalno novinarstvo v jadranski regiji,” 2019.
 155 “Oštrov kodeks,” 2020.
 156 “Fake News for Dummies: Check It Out,” 2021.
 157 European Commission, 2021d.
 158 European Commission, 2021b.
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traditional means of control, strengthen and reinforce the democratic structures, 
permit global cooperation, and allow people to self-regulate diverse cyberspaces.159 
In practice, the Internet is dominated by the profit-driven enterprises of multina-
tional corporations whose algorithms contribute to the rise of incendiary speech 
and mis- and disinformation. More speech does not necessarily mean better speech 
– hate speech, threats, and insults have often been used to silence certain groups and 
might stiffen the pluralism of the public debates.160 The same trends are emerging 
in Slovenia: While social media allow anyone to express and circulate their ideas in 
principle, vulgar and offensive language often trumps nuanced discussion.161 People 
find themselves targeted and silenced by anonymous users,162 which contributes to 
the polarization of society and leaves freedom of expression up for grabs, that is, 
available to the loudest and most aggressive speakers. The idea of democratic debate, 
in contrast, presupposes a minimal level of civility and the use of arguments. To 
ensure open participation in democratic debate, the Slovenian legal system restricts 
individuals’ freedom of expression in balance with the freedoms and rights of others. 
While social networks are scarcely regulated, they must remove illegal speech from 
their platforms. When it comes to Facebook’s own content moderation, Slovenian 
users are left to follow Facebook’s appeal process if they feel that their expression 
was limited without grounds. unproblematic content sometimes gets removed and 
this might have negative implications for freedom of expression and pluralism on 
the platform – more transparency and democratic accountability of social networks 
would surely improve the situation. It will be interesting to see how the introduction 
of the Oversight Board and the DSA will impact these issues that will certainly gen-
erate more controversy in the future.

The media sphere in Slovenia is deeply marked by the process of economic and 
political transition163 and is vulnerable to the interests of politics and capital; many 
Slovenian reporters find themselves in a position of precarious labor relations that 
increase self-censorship.164 Simultaneously, widespread Internet use is changing jour-
nalism, which is increasingly perceived as a practice in which anyone can engage; 
people expect to consume news for free and speed is often prioritized over due in-
vestigation.165 reports on political leaders’ intimidation and attrition of journalists 
and dwindling freedom of press in Slovenia are growing.166 The Slovene Association 
of Journalists has also reported a rise in the abuse of legal remedies for the financial 
and mental attrition of journalists – a practice known as a strategic lawsuit against 

 159 Johnson and Post, 1996.
 160 Keats Citron, 2019.
 161 Jereb, 2020.
 162 Voh Boštic, 2021.
 163 Hrvatin and Petković, 2007.
 164 Čeferin, Poler, and Milosavljević, 2017.
 165 Črnič, 2007.
 166 Ombudsman rS, 2021; European Parliament, 2021; reporters Without Borders, 2021; Wiseman, 
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public participation (SLAPP).167 In this context, social media represent a new frontier 
in the way news is created, distributed, and consumed: More and more people rely 
on social networks as a news source. Social media contribute to the pluralization 
of the public debate and enable the active participation of people traditionally per-
ceived as mere consumers of news.168 On the other hand, the rise of social media is 
accompanied by the spread of mis- and disinformation. The algorithms controlling 
the content social media users see follow users’ preferences intuited from a vast array 
of data about each user: users are shown the news that is more likely to grab their 
attention and conform to their beliefs, contributing to the so-called ‘filter-bubbles’ 
or ‘echo chambers’ where people are only exposed to narratives they are likely to 
agree with, making them vulnerable to extreme polarization.169 Furthermore, fake 
news tends to sound interesting and usually receives more clicks and shares than 
other content.170 users of social media do not seem to engage with the news very 
profoundly, and news stories are often shared without being read, causing mis- and 
disinformation to spread faster than actual news.171

Legal scholars warn of several practical and legal problems related to the idea of 
sanctioning the creation and dissemination of fake news: The definition of fake news 
is too open-ended, the deceitful intent is difficult to prove, perpetrators are often 
anonymous, and democratic values like freedom of expression are at stake. On the 
other hand, the spread of disinformation can have several displeasing consequences 
that beg for a regulatory response. The Covid-19 outbreak has motivated several 
states to tighten the rules about the spread of misinformation, most notoriously 
russia, which supplemented its list of administrative fake news offenses with the 
criminal offense of the deliberate spread of false information about serious matters 
of public safety.172 The russian amendment of the Criminal Code is widely perceived 
as another attempt to crack down on government critics.173 Malaysia also recently 
adopted an anti-fake news decree that is seen as the government’s attempt to impose 
its own version of the truth.174 The Eu, on the other hand, favors self-regulation.

Germany, the pioneer of the self-regulatory approach, eventually judged it in-
efficient and responded with the Network Enforcement Act – Netzwerkdurchset-
zungsgesetz (NetzDZ) in 2018. The German solution of binding social media to 
remove obviously unlawful content within 24 hours has been widely criticized for 
inciting private censorship, operating with vague notions, and clashing with the Eu 
legislation.175 France has created a new civil procedure to prevent the transmission 

 167 Društvo novinarjev Slovenije, 2020.
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of factually inaccurate or misleading information in order to protect public order 
and the integrity of elections with a recently adopted German-style law (Loi du 24 
Juin 2020 Visant à Lutter Contre les Contenus Haineux sur Internet).176 The common 
thread linking these attempts is to assign social media companies more responsi-
bility to monitor and moderate user-generated content. The threat of fines is a strong 
incentive to remove suspicious or reported content, even when unproblematic. None 
of the national legislative initiatives mentioned engage with the algorithmic archi-
tecture behind the phenomenon of fake news. However, filter bubbles and clickbait 
are the heart of the social media business model. Perhaps more attention could be 
paid to social media companies’ manipulative practices, forcing the companies to be 
more transparent and offer users more control over the process that determines what 
kind of content they are shown. While the overall problems of online hate speech 
and mis- and disinformation can probably never be efficiently solved by legislative 
measures alone, this might be an important step toward making tech companies 
responsible not only for the content users see and share on their platforms, but also 
for the business practices that determine how, why, and which content is shown 
to a specific user. A transnational approach would be the most appropriate, as the 
problems are global.

6. Conclusions

Since social media host user-generated content and do not create or edit the 
content on their platforms, they are not considered to be ‘media’ under the juris-
diction of the Slovenian Mass Media Act. Imposing more obligations on social net-
works by recognizing them as a type of media organization would increase their lia-
bility for the content they host and may define their obligation to both guarantee and 
limit users’ freedom of expression. As host service providers under the e-Commerce 
Directive and the Slovenian Electronic Commerce Market Act, they are excluded 
from liability for the hosted content if they are not aware that such content is illegal 
and must only remove it once its illegality is established. While mis- and disinfor-
mation on social media influence people’s perceptions of reality and contribute to 
the general cynicism, it is extremely difficult to efficiently regulate it. It is impos-
sible to conclusively draw the fine line between necessary regulation and freedom of 
expression, between an opinion and a lie, and so on.

While social networks get to decide which content they do not wish to host, they 
can be legally forced to remove illegal content. An overview of Slovenian criminal 
and civil case law involving various types of social network posts reveals that courts 
operate under the assumption that freedom of expression on social networks must be 

 176 Helberger, 2020.
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protected and accept that the standards of expression on these networks are lower 
compared to other social contexts. Case law clearly demonstrates that privacy ex-
pectations have been transformed in the digital age. The number of social media 
followers or group members is also an important factor in court decisions, yet its 
interpretation largely depends on the other facts of a case. Courts decide not to take 
concepts like ‘private’ or ‘public’ post/group/account at face value; rather, they strive 
to understand the full context and personal circumstances of those involved. A large 
number of court cases dealing with social network posts confirms that social net-
works play a very important and sometimes controversial role in people’s daily lives, 
while the diverse argumentations and decisions taken by Slovenian courts testify 
that social networks are nevertheless a relatively new phenomenon and a small piece 
of the puzzle constituting each individual case.

While it is difficult to believe that the Slovenian state would do a better job than 
Facebook at regulating speech on the platform, Facebook should not be perceived as 
benevolent, capable, or an appropriate entity to decide on the (il)legality of user-gen-
erated content. Procedures, oversight, and legal remedies for users should be made 
available. However, what is needed the most is a more thorough reform based on 
cooperation between states, companies, and the citizens of the globe. Furthermore, 
users should be more adequately informed about these companies’ modus operandi 
(the algorithmic architecture of their platforms, data use, advertising practices, op-
tions to opt out, rules and procedures for content moderation available in the local 
language, etc.), have a say in the rules and procedures, and be recompensed for their 
data and time. The Eu has an important role in this process and is attempting to ad-
dress these very issues and curb tech companies’ power with the proposed Digital 
Services Act package whose final shape and effects remain to be seen. In the final 
instance, the issue of freedom of expression on social networks is global and it de-
mands transnational regulatory responses.
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